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Abstract

In this paper, we consider the problem of online prediction using expert advice. Under di+erent
assumptions, we give tight lower bounds on the gap between the best expert and any online
algorithm that solves the problem.
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1. Introduction

The problem of online prediction using expert advice is for a predictor to predict,
along with n other “experts”, a sequence �= �1; �2; : : : ; �‘ ∈ {0; 1}‘. Here, the only
assumptions we make are the following.

Assumption 1.1. Before predicting each �j, the predictor knows the predictions of the
experts on this term. Also, right after predicting each �j, the predictor is given the true
value of this term.

Notice that we do not assume anything on possible patterns of either � or the
sequences of the predictions of the experts. The goal of the predictor is to “score” as
close to the best expert as possible. We point out that this is di+erent from the goal
that tries to predict as accurate as possible, which is a problem studied in [1].
Next, we make the problem more precise. Suppose x= x1; x2; : : : ; x‘ is a sequence

of predictions, made by the predictor or by the experts. It is worth mentioning that,
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sometimes, terms of x might be allowed to take any value in the interval [0; 1]. The
loss of x is deEned to be

L(x; �) =
‘∑

j=1
|xj − �j|:

Let 	i be the sequence of predictions made by expert i and let

� = {	i : 16 i 6 n}:
Then

L(�; �) = min{L(	i; �) : 16 i 6 n}
is the loss of the best expert. For any strategy A of the predictor, 1 let �A(�; �) be the
sequence of predictions generated according to A. We measure the performance of A
by the worst gap between the losses of the predictor and the best expert, i.e., by

GA(n; ‘) = sup
�;�

(L(�A(�; �); �) − L(�; �)):

Clearly, the goal of the predictor is to minimize GA(n; ‘) over all strategies A. In this
paper, we analyze upper and lower bounds of GA(n; ‘).
To get a lower bound, let us make the following assumption, which is more in favor

of the predictor, and thus will make the result stronger:

Assumption 1.2. The predictions of the predictor can be any real number in the interval
[0; 1], while the predictions of the experts can only be 0 or 1. In addition, before
predicting �1, the predictor knows not only ‘, but also �, the entire prediction sequence
of each expert. In other words, other than the actual value of each �j, the predictor
knows everything else before predicting �1.

Under Assumption 1.2, it is proved in [2] that, for all strategies A,

lim inf
n→∞ lim inf

‘→∞
GA(n; ‘)√
(‘=2) ln n

¿ 1: (1.1)

We should point out that, because of the order the two limits are taken, it is assumed,
implicitly, in the above inequality that ‘ is signiEcantly larger than n. We will see
later that the situation is quite di+erent if ‘ is smaller than n.
For upper bounds, let us make a di+erent assumption, which is less in favor of the

predictor, and thus will make the result stronger.

1 Here we assume that, when predicting two sequences �′ and �′′, if �′ and �′′ turn out to be the same,
and the predictions of the experts are also the same, then the strategy should generate two identical sequences
of predictions. For a strategy that generates two di+erent sequences of predictions, due to randomization or
similar reasons, we will consider it as several strategies (under our term) and this change does not a+ect
our discussions.
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Assumption 1.3. The predictions of the predictor and the experts can be any real num-
ber in [0; 1]. The predictor also knows ‘ before predicting �1.

Under Assumption 1.3, an online algorithm (a strategy for the predictor) A is given
in [2] for which

lim inf
n→∞ lim inf

‘→∞
GA(n; ‘)√
(‘=2) ln n

6 1: (1.2)

In fact, what has been proved is that, for all positive integers n and ‘, the algorithm
A satisEes

GA(n; ‘)6

√
‘ ln(n+ 1)

2
+

log2(n+ 1)
2

: (1.3)

Notice that (1.3) is much stronger than (1.2) since it upper bounds GA(n; ‘) for all n
and ‘. Having such a bound is important because very often, in various applications,
n and ‘ are not arbitrarily large. In this paper, we improve lower bound (1.1) in the
same way.

Theorem 1.1. Under Assumption 1.2, for any algorithm A, any integer n¿2, and any
�∈ [0; 1], if

‘¿ ‘(n) :=
√
�=8 ((ln n)2 + 8)(

√
2 ln n+ 1)n1−�; (1.4)

then

GA(n; ‘)¿

(√
(1 − �)‘ ln n

2
− 1

2

)
(1 − �n − (1 − �)n); (1.5)

where

� =
1

√
2�
(√

2 ln n+ 1
)
n1−�

− (ln n)2 + 8
4‘

:

First, as easily shown below, (1.1) is a consequence of Theorem 1.1, and thus our
theorem is indeed an improvement of (1.1) (in the sense that our result implies (1.1)
yet it is not implied by (1.1)).

Corollary 1.1. Inequality (1.1) holds for all online prediction algorithms A.

Proof. By setting �1 = 1=(
√
2�(1 +

√
2 ln n)n1−�), it is straightforward to verify that

lim inf
n→∞ lim inf

‘→∞
GA(n; ‘)√
(‘=2) ln n
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¿ lim inf
n→∞ lim inf

‘→∞

(√
1 − � − 1√

2‘ ln n

)
(1 − �n − (1 − �)n)

= lim inf
n→∞

√
1 − �(1 − �n1 − (1 − �1)n)

=
√
1 − �;

holds for all �∈ (0; 1), and so (1.1) follows.

Further remarks on Theorem 1.1.
(a) If n=1, it is easy to see that the algorithm that copies the only expert will perform

exactly the same as the best expert and thus GA(n; ‘)= 0, for all ‘. Because of this,
we can say that the assumption n¿2 in the theorem does not miss any interesting
cases.

(b) Inequality (1.5) still holds if we set �=0. We introduce this extra parameter
because we need it in proving Corollary 1.1.

(c) For any �¿0, it is clear that ‘(n)=n−→ 0, as n−→ ∞. Therefore, the requirement
‘¿‘(n) is more or less the same as ‘¿n.

(c) One may wonder if the requirement ‘¿‘(n) can be dropped completely. For
instance, one may ask if there could exist a constant c¿0, a function d(n; ‘) with
limn→∞ d(n; ‘)= 0, and such that

GA(n; ‘)¿

√
‘ ln n
2

(c + d(n; ‘)) (1.6)

holds for all n, ‘, and A. Unfortunately, the answer is negative. Consider the
strategy A that predicts 1

2 all the time. Then L(�A(�; �); �)= ‘=2, for all � and �.
It follows that

GA(n; ‘) = sup
�;�

(L(�A(�; �); �) − L(�; �))

=
‘
2

− inf
�;�

L(�; �)

6
‘
2
: (1.7)

Clearly, this inequality contradicts (1.6), for every ‘¿0, when n is suJciently
large. This contradiction indicates that a condition similar to ‘¿‘(n) is required
to prove any lower bound of the form (1.6).

So far we have discussed the situation when ‘ is bigger than n. When ‘ is smaller
than n, we have seen from remark (d) that lower bounds (1.1) and (1.5) no longer
hold. Moreover, as indicated by our next result, that upper bounds (1.2) and (1.3) are
not very close to the truth either.

Theorem 1.2. For all n, ‘, and A, under Assumption 1.2, we have

GA(n; ‘)¿
‘
2
(1 − (1 − 2−‘)n − (2−‘)n):
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By combining this result with (1.7) we obviously have the following.

Corollary 1.2. For all ‘, under Assumption 1.2,

lim
n→∞ inf

A
GA(n; ‘) =

‘
2
:

This result suggests that, if n is signiEcantly larger than ‘, then the predictor cannot
catch up with the best expert. The only thing the predictor can do is to predict 1

2 all
the time so that it would not be left too far behind the best expert.

Remaining questions. We have seen the behavior of GA(n; ‘) when n and ‘ are far
apart. But the situation is not very clear when n and ‘ are very close. For instance, it
would be very interesting to know the asymptotic behavior of infA GA(2‘; ‘), or the
exactly value of infA GA(n; n).
We closed this section by giving an outline of the rest of the paper. In Section 2, we

present all necessary mathematical formulas. Then we prove Theorem 1.2 in Section 3.
The proof of Theorem 1.1 will be given in the last section.

2. Preliminaries

In this section, we present all necessary mathematical tools needed for the rest of
the paper. Our Erst lemma is well known and can be found in many Calculus books.

Lemma 2.1 (Stirling formula). For each positive integer m,

m! =
√
2�m

(m
e

)m
e�m ;

where �m satis7es

0 ¡ �m ¡
1

12m
:

The next lemma consists of some basic facts about normal distribution, which can
also be found in most probability books.

Lemma 2.2. Let �(z)= 1√
2�

∫ z
−∞ e−x2=2 dx. Then

(i) �(0)= 1
2 ;

(ii) �(−z)= 1 − �(z), for all z¿0; and
(iii) �(−z)¿ 1√

2�(z+1)
e−z2=2, for all z¿0.

Lemma 2.3. If n¿1, then �(x)= xn + (1− x)n is decreasing over the interval
[
0; 1

2

]
.
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Proof. Since n¿1 and x∈ (0; 1
2

)
, it is clear that

�′(x) = n(xn−1 − (1 − x)n−1) ¡ 0

and thus the lemma follows.

Lemma 2.4. For every x in
[
0; 1

2

]
, we have

(i) ln(1 + x)¿x − x2

2
+

x3

3
− x4

4
, and

(ii) ln(1 − x)¿− x − x2

2
− x3

3
− x4

2
.

Proof. Notice that both inequalities are equalities when x=0. In addition,(
ln(1 + x) − x +

x2

2
− x3

3
+

x4

4

)′
=

1
1 + x

− 1 + x − x2 + x3 =
x4

1 + x
¿ 0

holds for all x¿0, and thus (i) follows. Similarly,(
ln(1 − x) + x +

x2

2
+

x3

3
+

x4

2

)′
=

−1
1 − x

+ 1 + x + x2 + 2x3

=
x3(1 − 2x)

1 − x
¿ 0

holds for all x∈ (0; 12 ), and thus (ii) follows.

Lemma 2.5. Let x and y be nonnegative numbers. Then e−x−y − e−y¿− x.

Proof. Notice that the inequality is an equality when x=0. Moreover, when taking
derivative with respect to x we have

(e−x−y − e−y + x)′ = −e−x−y + 1¿ 0:

Therefore, the result follows.

Lemma 2.6. Let f(x) be a function de7ned on the interval [c; c + 2].
(i) If f′′(x)¿0 on (c; c + 2), then∫ c+2

c
(f(x) − f(c + 1)) dx ¿ 0;

(ii) If f′′(x)¡0 on (c; c + 2), then∫ c+1

c
(f(x) − f(c)) dx +

∫ c+2

c+1
(f(x) − f(c + 2)) dx ¿ 0:

Proof. If f′′(x)¿0, then f(x) is convex and thus

1
2
f(x1) +

1
2
f(x2)¿ f

(
x1 + x2

2

)
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holds for all x1; x2 in [c; c + 2]. Consequently,∫ c+2

c
(f(x) − f(c + 1)) dx

=
∫ c+1

c
(f(x) − f(c + 1)) dx +

∫ c+2

c+1
(f(x) − f(c + 1)) dx

=
∫ c+1

c
(f(x) − f(c + 1)) dx +

∫ c+1

c
(f(2c + 2 − x) − f(c + 1)) dx

=
∫ c+1

c
(f(x) + f(2c + 2 − x) − 2f(c + 1)) dx

¿ 0;

as required. On the other hand, if f′′(x)¡0, then f(x) is concave and thus, for all
x1; x2 ∈ [c; c + 2] and all �∈ [0; 1], we have

f(�x1 + (1 − �)x2)¿ �f(x1) + (1 − �)f(x2)

and

f((1 − �)x1 + �x2)¿ (1 − �)f(x1) + �f(x2):

Let x= �x1 + (1 − �)x2. Then, adding the last two inequalities gives us

f(x) + f(x1 + x2 − x)¿ f(x1) + f(x2):

Now, it is clear that∫ c+1

c
(f(x) − f(c)) dx +

∫ c+2

c+1
(f(x) − f(c + 2)) dx

=
∫ c+1

c
(f(x) − f(c)) dx +

∫ c+1

c
(f(2c + 2 − x) − f(c + 2)) dx

¿ 0;

and thus the lemma is proved.

Lemma 2.7. The inequality (z4 + 2)=(�(−2z))¿max{50z2; 4(8z4 + 1)} holds for all
z¿0.

Proof. It is easy to see that, for z¿0,

max{50z2; 4(8z4 + 1)} =




4(8z4 + 1) 0 ¡ z 6 �1;
50z2 �1 6 z 6 �2;
4(8z4 + 1) �2 6 z ¡ ∞;

where �1 =
√
(25 − √

497)=32≈ 0:2908 and �2 =
√
(25 +

√
497)=32≈ 1:2157 are the

only two positive solutions to the equation 50z2 = 4(8z4 + 1). Therefore, to prove the
Lemma, we only need to prove the following three claims.



368 P. Chen, G. Ding / Theoretical Computer Science 324 (2004) 361–380

Claim 1. z4 + 2¿4(8z4 + 1)�(−2z), for z ∈ (1;∞).

Claim 2. z4 + 2¿4(8z4 + 1)�(−2z), for z ∈ (0; 0:3).

Claim 3. z4 + 2¿ 50z2�(−2z), for z ∈ (0;∞).

Since �(z) is an increasing function and �(−2)≈ 0:02275, it follows that:

4(8z4 + 1)�(−2z)6 4(8z4 + 1)0:025 = 0:8z4 + 0:1 ¡ z4 + 2

and thus Claim 1 is proved. To prove Claim 2, let

f(z) =
z4 + 2

4(8z4 + 1)
− �(−2z):

Then

f′(z) =

√
2=� (1 + 8z4)2 − 15z3e2z

2

(1 + 8z4)2e2z2

and

f′′(z) = −
z
(
4
√
2=� (1 + 8z4)3 + 15z(3 − 40z4)e2z

2
)

(1 + 8z4)3e2z2
:

For each z ∈ (0; 0:3), it is easy to see that 3 − 40z4¿0, and so we have f′′(z)60.
Consequently, f′(z) is a decreasing function, which implies that

f(z)¿ min{f(0); f(0:3)} = f(0) = 0

for all z ∈ (0; 0:3), which proves Claim 2.
We prove Claim 3 by considering three intervals, (0; 0:73), [0:73; 0:8], and (0:8;∞).

If z ∈ (0:8;∞), we deduce from �(−2 · 0:8)≈ 0:0548¡0:056 that

z4 + 2 − 50z2�(−2z) ¿ z4 + 2 − 2:8z2 = (z2 − 1:4)2 + 0:4 ¿ 0;

and thus the desired inequality holds. Next, let

g(z) =
z4 + 2
50z2

:

Then g(z) is decreasing over [0:73; 0:8], since g′(z)= − 0:04(2 − z4)=z3. Recall that
�(z) is an increasing function. Therefore, for z ∈ [0:73; 0:8],

g(z)¿ g(0:8) = 0:0753 ¿ 0:0721 ≈ �(−2 · 0:73)¿ �(−2z);

which is what we want.
It remains to prove z4 + 2 ¿ 50z2�(−2z), over (0; 0:73). In the remainder of this

proof, we assume that z belongs to (0; 0:73). Let

h1(z) = z2 + 2z−2 − 50�(−2z) and h2(z) = 2z2 − 5 ln z:
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Then

h′
1(z) = 2z − 4z−3 +

100√
2�

e−2z2 ; h′′
1 (z) = 2 + 12z−4 − 400z√

2�
e−2z2

and

h′
2(z) = −5 − 4z2

z
:

Clearly, h′
2(z)¡0, which implies that h2(z) is a decreasing function. Consequently,

h2(z)¿ h2(0:73) ≈ 2:63935 ¿ 2:58762 ≈ ln
400

12
√
2�

;

which implies

2z2 ¿ ln
400z5

12
√
2�

:

Therefore,

h′′
1 (z) ¿ 12z−4 − 400z√

2�
e−2z2 =

12
z4e2z2

(
e2z

2 − 400z5

12
√
2�

)
¿ 0;

which implies that h′
1(z) is an increasing function. Notice that h′

1(0:5)≈ − 6:8¡0 and
h′
1(0:6)≈ 2:1¿0. It follows that h′

1(z)= 0 has a unique solution, say z0, which means
that h1(z) achieves its minimum at z0. To complete our proof, we only need to show
that h1(z0)¿0. For this, we apply Taylor’s expansion theorem to h1(z) at z=0:56. We
have

h1(z) = h1(0:56) + h′
1(0:56)(z − 0:56) + 1

2h
′′
1 (!)(z − 0:56)2;

where ! is a number between z and 0:56. Since h′
1(0:56)≈ − 0:35¡0, we conclude

that z0 is between 0:56 and 0:6. Now, from h′′
1 (z)¿0 and h1(0:56)≈ 0:123 we deduce

that

h1(z0)¿ h1(0:56) + h′
1(0:56)(z0 − 0:56)¿ 0:116 − 0:4(0:6 − 0:56) = 0:1 ¿ 0;

which competes our proof of the Lemma.

The last is another technical lemma, which we will use in the last section.

Lemma 2.8. Let � and " be positive numbers and let

g(x) =
e�x√
1 − "x

− 1 − 1:16
(
�+

"
2

)
x:

Then g(x)60 if 06x6min
{

1
48� ;

2
25"

}
.
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Proof. Notice that g(0)= 0 and

g′(x) =
e�x

(1 − "x)3=2

(
�(1 − "x) +

"
2

)
− 1:16

(
�+

"
2

)

6
e1=48

(0:92)3=2

(
�+

"
2

)
− 1:16

(
�+

"
2

)
6 0:

Thus, the result follows.

3. Proving Theorem 1.2

It is clear from the deEnition of GA(n; ‘) that, in order to prove a lower bound, we
only need to End one sequence � and one set � of sequences, for every A, such that
L(�A(�; �); �) − L(�; �) is greater than or equal to the lower bound. Since there are
too many choices for A, it is diJcult (or may be impossible) to choose � and �. The
way to solve this problem is to use probabilistic method.
Recall that, under Assumption 1.2, the predictions of the experts must be 0 or 1.

Suppose each expert makes prediction by tossing, independently, a fair coin. In addition,
suppose the outcome � is also determined by tossing a fair coin. In the following, we
establish a lower bound on the expected gap between the losses of any A and the best
expert. Then we prove Theorem 1.2 using this bound.
For each i=1; 2; : : : ; n and j=1; 2; : : : ; ‘, let Xi; j be the random variable such that

Xi; j =0, if the prediction of expert i on �j is correct, and Xi; j =1, if this prediction is
wrong. Then it is not diJcult to verify that

X = {Xi;j : 16 i 6 n and 16 j 6 ‘}
is a set of mutually independent random variables with

P(xi;j = 0) = P(Xi;j = 1) = 1
2 :

For each i=1; 2; : : : ; n; let Si =Xi;1 +Xi;2 + · · ·+Xi; ‘, which is the number of mistakes
made by expert i. It follows that the number of mistakes made by the best expert is
S = min{S1; S2; : : : ; Sn}.

Lemma 3.1. For all j=0; 1; : : : ; ‘, let pj =pj(‘)= 2−‘
(

‘
j

)
. Then

E[S] =
‘∑

i=1

(
‘∑
j=i

pj

)n

:

Proof. If x is a nonnegative integer not exceeding ‘, it is clear that

P(S ¿ x) = P(S1 ¿ x; S2 ¿ x; · · · ; Sn ¿ x) =
n∏

i=1
P(Si ¿ x) =

(
‘∑

j=x
pj

)n
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and so,

P(S = x) = P(S ¿ x) − P(S ¿ x + 1) =

(
‘∑

j=x
pj

)n
−
( ‘∑

j=x+1
pj

)n
:

Therefore,

E[S] =
‘∑

x=0
x

((
‘∑

j=x
pj

)n

−
(

‘∑
j=x+1

pj

)n)

=
‘∑

x=1
x

(
‘∑

j=x
pj

)n

−
‘−1∑
x=0

x

(
‘∑

j=x+1
pj

)n

=
‘∑

x=1
x

(
‘∑

j=x
pj

)n

−
‘∑

x=1
(x − 1)

(
‘∑

j=x
pj

)n

=
‘∑

x=1

(
‘∑

j=x
pj

)n

and the lemma is proved.

Lemma 3.2. Under Assumption 1.2, for all n, ‘, and A, we have GA(n; ‘)¿G(n; ‘),
where

G(n; ‘) =
‘
2

−
‘∑

i=1

(
‘∑
j=i

pj

)n

: (3.1)

Proof. For each j=1; 2; : : : ; ‘, let Yj be the outcome of �j. Here, we assume that
Y = {Yj : j=1; 2; : : : ; ‘} is a set of mutually independent random variables with P(Yj =
0)=P(Yj =1)= 1

2 . For any algorithm A, let �A(Y ;X )= �1; �2; : : : ; �‘. Notice that, for
each j,

E[|�j − Yj|] = �j
2
+

1 − �j
2

=
1
2
:

Therefore, E[L(�A(Y ;X );Y)]= ‘=2. Also notice that E[L(X ;Y)]=E(S), so, from
Lemma 3.1, we deduce that E[L(�A(Y ;X );Y) − L(X ;Y)]=G(n; ‘). Consequently,
for some special values of Y and X , say � and �, we must have L(�A(�; �); �) −
L(�; �)¿G(n; ‘), and thus the lemma follows.

For each i=1; 2; : : : ; ‘ + 1, let

Pi = Pi(‘) =
i−1∑
j=0

pj(‘): (3.2)
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Lemma 3.3. For all n and ‘, we have

G(n; ‘) =
‘
2

−
�‘=2�∑
i=1

((1 − Pi)n + Pn
i ) − )(n; ‘);

where

)(n; ‘) =
{
0 if ‘ is even;
1=2n if ‘ is odd:

Proof. From (3.1) it is clear that

G(n; ‘) =
‘
2

−
�‘=2�∑
i=1

(
‘∑
j=i

pj

)n

−
‘∑

i=	‘=2
+1

(
‘∑
j=i

pj

)n

− )(n; ‘)

=
‘
2

−
�‘=2�∑
i=1

(
1 −

i−1∑
j=0

pj

)n

−
‘∑

i=	‘=2
+1

(
‘∑
j=i

pj

)n

− )(n; ‘): (3.3)

Notice that, by setting i′ = ‘ + 1 − i, j′ = ‘ − j, and using pk =p‘−k , we have

‘∑
i=	‘=2
+1

(
‘∑
j=i

pj

)n

=
�‘=2�∑
i′=1

(
‘∑

j=‘+1−i′
pj

)n

=
�‘=2�∑
i′=1

(
i′−1∑
j′=0

p‘−j′

)n

=
�‘=2�∑
i=1

(
i−1∑
j=0

pj

)n

and thus the lemma follows from (3.3) and (3.2).

Proof of Theorem 1.2. In ‘ is even, by Lemmas 3.2, 3.3 and 2.3, we have

GA(n; ‘)¿
‘
2

−
‘=2∑
i=1

((1 − P1)n + Pn
1) =

‘
2

− ‘
2

((
1 − 1

2‘

)n

+
(

1
2‘

)n)

and the result follows. If ‘ is odd, a little extra e+ort is needed. When ‘=1, it is
straightforward to verify from (3.1) that

G(n; ‘) =
1
2

− 1
2n

=
1
2

(
1 −

(
1 − 1

2

)n

−
(
1
2

)n)

and thus the theorem holds in this case. When ‘¿3, again, using Lemmas 3.2, 3.3
and 2.3, we have

GA(n; ‘)¿
‘
2

−
(‘−1)=2∑
i=1

((1 − P1)n + Pn
1) − )(n; ‘)
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=
‘
2

− ‘ − 1
2

((
1 − 1

2‘

)n

+
(

1
2‘

)n)
− 1

2n

¿
‘
2

(
1 −

(
1 − 1

2‘

)n

−
(

1
2‘

)n)
+

1
2

((
1 − 1

8

)n

+
(
1
8

)n)
−
(
1
2

)n

¿
‘
2

(
1 −

(
1 − 1

2‘

)n

−
(

1
2‘

)n)
:

The theorem is proved.

4. Proving Theorem 1.1

We prove the theorem by proving a sequence of lemmas. Our starting point is
Lemma 3.2. In the rest of the paper, let z be a positive number and let

a =
⌈
‘ − 1
2

− z
√
‘
⌉
: (4.1)

Lemma 4.1. For every positive integer ‘, we have

G(n; ‘)¿
(
‘
2

− a
)
(1 − �(Pa+1));

where � is the function de7ned in Lemma 2.3.

Proof. It follows from Lemmas 3.3 and 2.3 that

G(n; ‘) =
‘
2

−
�‘=2�∑
i=1

�(Pi) − )(n; ‘)

=
‘
2

−
a∑

i=1
�(Pi) −

�‘=2�∑
i=a+1

�(Pi) − )(n; ‘)

¿
‘
2

− a − (�‘=2� − a)�(Pa+1) − )(n; ‘): (4.2)

The lemma clearly holds if ‘ is even. When ‘ is odd, using the fact that )(n; ‘)= �( 12 )=2,
we deduce from (4.2) and Lemma 2.3 that

G(n; ‘)¿
‘
2

− a −
(
‘ − 1
2

− a
)
�(Pa+1) − 1

2
�
(
1
2

)

=
(
‘
2

− a
)
(1 − �(Pa+1)) +

1
2

(
�(Pa+1) − �

(
1
2

))

¿
(
‘
2

− a
)
(1 − �(Pa+1)):

The lemma is proved.
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Next, we need to approximate each pj and then Pa+1.

Lemma 4.2. Let j6‘=2 be a nonnegative integer and let h=(‘=2)− j. If 4h6‘, then

pj 6

√
2
�‘

exp
(−2h2

‘

)
exp( 1

12‘ +
2h4

3‘3 )√
1 − (2h=‘)2

;

Proof. By Stirling’s formula, we have

pj =
‘!

j!(‘ − j)!2‘
6

√
2�‘( ‘e )

‘e1=(12‘)
√
2�j( j

e ) j
√
2�(‘ − j)( ‘−j

e )‘−j2‘

=
1√
2�

√
‘

j(‘ − j)

(
‘
2j

)j ( ‘
2(‘ − j)

)‘−j

e1=(12‘): (4.3)

First, it is clear that

√
‘

j(‘ − j)
=

√
‘

( ‘2 − h)( ‘2 + h)
=

2√
‘

1√
1 − (2h=‘)2

: (4.4)

Then, when 4h6‘, we deduce from Lemma 2.4 that

ln
(

‘
2j

)j ( ‘
2(‘ − j)

)‘−j

= −j ln
(
1 − 2h

‘

)
− (‘ − j) ln

(
1 +

2h
‘

)

6 −j
(

−2h
‘

− 2h2

‘2
− 8h3

3‘3
− 8h4

‘4

)
− (‘ − j)

(
2h
‘

− 2h2

‘2
+

8h3

3‘3
− 4h4

‘4

)

= (−2h)
2h
‘

+ ‘
2h2

‘2
+ (−2h)

8h3

3‘3
+
(
3
2
‘ − h

)
4h4

‘4

= −2h2

‘
+

2h4

3‘3
− 4h5

‘4

6 −2h2

‘
+

2h4

3‘3
(4.5)

and thus the lemma follows from (4.3)–(4.5).

Lemma 4.3. Suppose (‘=2) − z
√
‘6j6‘=2 and ‘¿16z2. Then

pj 6 (1 + /)

√
2
�‘

e−(‘−2j)2=(2‘);
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where

/ =
exp(8z

4+1
12‘ )√

1 − 4z2

‘

− 1

Proof. Let h=(‘=2) − j. Then we have 4h64z
√
‘=

√
16z2‘6 ‘ and so Lemma 4.2

applies. Notice that −2h2=‘= − (‘ − 2j)2=(2‘), and

exp( 1
12‘ +

2h4

3‘3 )√
1 − (2h=‘)2

6
exp( 1

12‘ +
2(z

√
‘)4

3‘3 )√
1 − (2z

√
‘=‘)2

= / + 1:

Thus, the result follows from Lemma 4.2.

Lemma 4.4. If ‘¿16z2, then

Pa+1¿(1 + /)

(
�(−2z) − 2

√
‘ + 3√
2�‘3

)
− /

2
:

Proof. Let

0(x) =
1√
2�‘

e−x2=(2‘)

and let b= �‘=2� − a − 1. We Erst consider the case when ‘ is even. Since

‘∑
j=0

pj = 1

and pj =p‘−j, for every j=0; 1; : : : ; (‘ − 2)=2, it follows that

(‘−2)=2∑
j=0

pj +
1
2
p‘=2 =

1
2
:

By (3.2) and Lemma 4.3, we have

Pa+1 =
a∑

j=0
pj =

1
2

− 1
2
p‘=2 −

(‘−2)=2∑
j=a+1

pj

¿
1
2

− (1 + /)0(0) − 2(1 + /)
(‘−2)=2∑
j=a+1

0(‘ − 2j)

= (1 + /)

(
1
2

− 0(0) − 2
b∑

j=1
0(2j)

)
− /

2
: (4.6)
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Observe that, by Lemma 2.2 and (4.1),

1
2

− 0(0) − 2
b∑

j=1
0(2j)

= �(−(2b+ 1)=
√
‘) +

∫ 2b+1

0
0(x) dx − 0(0) − 2

b∑
j=1

0(2j)

¿ �(−2z) +
∫ 2b+1

0
0(x) dx − 0(0) − 2

b∑
j=1

0(2j): (4.7)

Let 2k be the largest even integer not exceeding
√
‘. Then

A :=
∫ 2b+1

0
0(x) dx − 0(0) − 2

b∑
j=1

0(2j)

=
k−1∑
j=0

(∫ 2j+1

2j
(0(x) − 0(2j)) dx +

∫ 2j+2

2j+1
(0(x) − 0(2j + 2)) dx

)

+
∫ 2k+1

2k
(0(x) − 0(2k)) dx +

∫ 2k+2

2k+1
(0(x) − 0(2k + 2)) dx

+
∫ 2k+3

2k+2
(0(x) − 0(2k + 2)) dx +

b−1∑
j=k+1

∫ 2j+3

2j+1
(0(x) − 0(2j + 2)) dx: (4.8)

It is straightforward to verify that 0′′(x)¡0 over (0;
√
‘), and 0′′(x)¿0 over (

√
‘;∞).

Thus, we conclude from Lemma 2.6 and the fact that 0(x) is decreasing on (0;∞)
that

A¿ 0 +
∫ 2k+1

2k
(0(2k + 1) − 0(2k)) dx

+
∫ 2k+2

2k+1
(0(2k + 2) − 0(2k + 2)) dx

+
∫ 2k+3

2k+2
(0(2k + 3) − 0(2k + 2)) dx + 0

= (0(2k + 1) − 0(2k)) + (0(2k + 3) − 0(2k + 2))

=
1√
2�‘

((
e− 4k2

2‘ − 4k+1
2‘ − e− 4k2

2‘

)
+
(
e− (2k+2)2

2‘ − 4k+5
2‘ − e− (2k+2)2

2‘

))
: (4.9)

By Lemma 2.5, it follows that

A¿
1√
2�‘

(
−4k + 1

2‘
− 4k + 5

2‘

)
= −4k + 3√

2�‘3
¿ −2

√
‘ + 3√
2�‘3

and thus the lemma follows from (4.6)–(4.9).
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The situation for odd ‘ is similar. First,

Pa+1 =
a∑

j=0
pj

=
1
2

−
(‘−1)=2∑
j=a+1

pj

¿
1
2

− 2(1 + /)
(‘−1)=2∑
j=a+1

0(‘ − 2j)

=
1
2

− 2(1 + /)
b∑

j=1
0(2j − 1)

= (1 + /)

(
1
2

− 2
b∑

j=1
0(2j − 1)

)
− /

2

¿ (1 + /)

(
�(−2z) +

∫ 2b

0
0(x) dx − 2

b∑
j=1

0(2j − 1)

)
− /

2
: (4.10)

Let 2k + 1 be the largest odd integer not exceeding
√
‘. Then

B :=
∫ 2b

0
0(x) dx − 2

b∑
j=1

0(2j − 1)

=
∫ 1

0
(0(x) − 0(1)) dx

+
k−1∑
j=0

(∫ 2j+2

2j+1
(0(x) − 0(2j + 1)) dx +

∫ 2j+3

2j+2
(0(x) − 0(2j + 3)) dx

)

+
∫ 2k+2

2k+1
(0(x) − 0(2k + 1)) dx +

∫ 2k+3

2k+2
(0(x) − 0(2k + 3)) dx

+
∫ 2k+4

2k+3
(0(x) − 0(2k + 3)) dx +

b−1∑
j=k+2

∫ 2i+2

2j
(0(x) − 0(2j + 1)) dx

¿ (0(2k + 2) − 0(2k + 1)) + (0(2k + 4) − 0(2k + 3))

¿−4k + 5√
2�‘3

¿−2
√
‘ + 3√
2�‘3

: (4.11)

Therefore, by (4.10) and (4.11), the lemma also holds for odd t. The proof is complete.

Lemma 4.5. Suppose ‘¿max{5; z4+2
�(−2z)}. Then Pa+1¿�(−2z) − z4+2

‘ .
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Proof. By Lemma 2.7, we have ‘¿16z2. Also observe that

�(−2z)¿
z4 + 2

‘
¿

2
‘
¿

5√
2�‘2

¿
2 + 3‘−1=2

√
2�‘2

=
2
√
‘ + 3√
2�‘3

:

Thus the lower bound in Lemma 4.4 can be simpliEed as

Pa+1 ¿ �(−2z) − 2
√
‘ + 3√
2�‘3

− /
2
: (4.12)

By taking �=(8z4 +1)=12, "=4z2, and x=1=‘, we deduce from Lemmas 2.8 and 2.7
that

/6 1:16
(
8z4 + 1

12
+ 2z2

)
1
‘
:

Therefore,

2
√
‘ + 3√
2�‘3

+
/
2
6

1
‘

(
1:16
3

z4 + 1:16z2 +
2 + 3√

5√
2�

+
1:16
12

)
6

z4 + 2
‘

;

and thus the lemma follows from (4.12).

Proof of Theorem 1.1. We Erst prove that the assumption ‘¿‘(n) implies ‘¿max
{5; (z4 + 2)=�(−2z)}, if we take

z =

√
(1 − �) ln n

2
:

Notice that ‘(2)¿
√
�=8((ln 2)2 +8)(

√
2 ln 2+1)≈ 11:6 and thus ‘¿5 holds. Further-

more, by Lemma 2.2, we have

z4 + 2
�(−2z)

6 (z4 + 2)
√
2�(2z + 1)e2z

2

=

((
(1 − �) ln n

2

)2

+ 2

)√
2�(
√
2(1 − �) ln n+ 1)n1−�

6 ‘(n):

Therefore, the assumptions in Lemma 4.5 are satisEed. Consequently, by Lemma 2.2
again, we have

Pa+1¿�(−2z) − z4 + 2
‘

¿
e−2z2

√
2�(2z + 1)

− z4 + 2
‘
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=
1

√
2�
(√

2(1 − �) ln n+ 1
)
n1−�

− ( (1−�) ln n
2 )2 + 2
‘

¿ �: (4.13)

In addition, from (1.4) it is clear that �¿0. Thus, we deduce from Lemma 4.1 and
Lemma 2.3 that

G(n; ‘)¿
(
‘
2

− a
)
(1 − �(�))¿

(
z
√
‘ − 1

2

)
(1 − �(�)):

The proof is complete.

Appendix

To illustrate our results, we plot the following curves for n=2 and ‘6100:
• The dotted curve is V (n; ‘)= infA GA(n; ‘), which is the function that we are

trying to approximate.
• The top curve is

√
‘ ln(n+ 1)

2
+

log2(n+ 1)
2

;

an upper bound of V (n; ‘), which is obtained in [2].
• The bottom curve is our lower bound given in Theorem 1.1 and the fourth curve
is G(n; ‘), which, by our Lemma 3.2, is another lower bound of V (n; ‘) (Fig. 1).

20 40 60 80 100

2

4

6

8

Fig. 1. An illustration of our results.
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