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Abstract

This paper examines the similarities and correspondence between the Entity-Relationship Diagram (ERD)
technique and the constructs of two natural languages: English and Chinese. The correspondence between English
and ERD was based on the author’s previous work, and it was found that the ERD constructs have direct
correspondence to the English sentence structure. The correspondence between Chinese and ERD is new research
work. It is found that the Chinese character construction has a direct correspondence to the ERD modeling
principles. The main result, however, is philosophical in nature: it shows the universality of the primitives used in
conceptual modeling no matter whether the primitives are used in data/information modeling or used in
recognition/construction of Chinese characters. It also shows that these primitives are embedded in human
thinking. and, therefore, their use is very natural in the conceptual modeling process. The results of this research
can be useful for improving modeling methodologies, techniques and tools and for improving language translators
or better ways to learn or understand a text written in English or Chinese.

Keywords: Entity-Relationship (ER) Model; Entity-Relationship Diagram (ERD); Requirements analysis; Data
modeling; Information modeling; System modeling; Chinese character recognition; English sentence structure

1. Introduction

The Entity-Relationship (ER) diagram technique [2,7,10,11,12,13,14,28,29,32,33,38,39] is a
graphical tool for information system designers and users in describing and communicating
their understanding of the world. Since its formal introduction in 1976, it has been widely used
around the world in may systems analysis and database design projects. Although the ER
diagram technique is primarily used by information systems professionals and the users of
information systems, its use has been spreading to other fields such as accounting and music
composition.

On the other hand, natural languages are the daily tools for the general public in describing
and communicating their understanding of the world. Because both the ER diagram (ERD)
technique and the natural languages satisfy similar human needs, these two “human
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communication” techniques should have something in common. Furthermore, if we can better
understand the correspondence between “ERD” and “natural languages”, it is very likely that
we can use this knowledge to improve our modeling methodologies, techniques and tools.

In this paper, we will first start with a review of key concepts between “English grammar
construct” and “ER diagram constructs”. This section is a summary of the author’s previous
work on this topic. Then, the next section will describe the development history of the
Chinese characters and the basic techniques for constructing a Chinese character. We will then
describe a set of principles for constructing new characters from the existing characters. Some
of these principles are well known by those familiar with the Chinese written language, but we
will modify the concepts to fit better with computer and information systems professionals.
The other principles are not well known, and they are synthesized by the author to fit the
terminology of the modeling community. The purpose of this section is to show the reader that
there is a system of guiding principles for constructing and interpreting Chinese characters and
these principles could be useful for those in the design, development and use of conceptual/
information modeling methodologies and tools. The final section states the conclusions and
the future research/application directions. Throughout this paper, we assume that the reader
has some basic understanding of the notations and concepts of the ERD technique. For
further information on the ER model, ERD technique and their applications, refer to several
papers and books listed in [16,17,19,21,25,30,31,35,36,37,40].

2. Review of the correspondence between English sentence structures and ERD constructs

The correspondence between the English sentence structures and the ERD construct was
first presented at the 2nd ER Conference in 1981 [8] and later published in [9]. A summary of
the basic translation rules are summarized in Table 1. For example, a “common noun” (such
as “chair”, “person’’) in English is a possible candidate for an entity type in an ERD. A
“proper noun” (such as “John F. Kennedy”) is a possible candidate for an entity (an instance
of an entity type) in an ERD.

It turned out that this technique can be used in several ways. One application is to use it as
an early stage requirement analysis tool: it can help users to identify entity types, relationship
types, attributes and high-level ERD constructs based on the English sentence structure.

Table 1

Correspondence between English sentence structures and ERD constructs

English grammar structure ERD structure

Common noun Entity type (candidate)

Proper noun Entity (candidate)

Transitive verb Relationship type (candidate)

Intransitive verb Attribute type (candidate)

Adjective Attribute for entity

Adverb Attribute for relationship

Gerund (a noun converted from a verb) An entity type converted from a relationship type

Clause A high-level entity type which hides a detailed ERD
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Recently, researchers in OO (Object-Oriented) Analysis methods are starting to advocate the
use of English “nouns” as a way to identify possible “‘objects,” and this is the same position
we advocated in 1981 [8].

Another application is to use it as the basis for (manually or semi-automatically) translating
a large amount of existing requirements specification of documents (in English) into ERD-like
specifications. Several large consulting firms are practicing the technique in this manner. We
can also use the technique in the reverse direction, that is, using ERD to assist the users to
formulate a more English-like query. In other words, to use it as a basis for building a more
English-like interface to database management systems. Some of the other applications or
extensions of this technique (or similar techniques) can be found in [1,3,4,5,6,18,20,22,
23,26,27,34,41].

In the following section, we will switch to the discussions on the correspondence between
Chinese characters and ERD constructs.

3. The evolution of Chinese characters
3.1. The history of Chinese character development

Chinese written language is one of the earliest written languages in the world. A few
decades ago, it was believed that the earliest development of Chinese characters started
approximately in 4000 B.C. The recent discovery of some evidence put the date back to
approximately 6000 B.C. when a few picture-like characters were carved onto turtle-back
shells. Approximately 5500 B.C., some picture-like Chinese characters were carved on
pottery. However, the number of characters discovered today for that period is very limited
and can only be considered as a very early form of the current Chinese characters. In the
Chou Dynasty (approximately 2000B.C.) and Shang Dynasty (approximately 2000-
1300 B.C.), more characters were developed and these characters were carved onto bronze
instruments. Particularly, at the end of the Shang Dynasty (1300 B.C.), the character set had
about 1000 characters. Also, a parallel development happened at the end of the Shang dynasty
(approximately 1300 B.C.); that is, the characters were carved onto oracle bones. The
character set discovered on oracle bone inscriptions today totals approximately 4500 charac-
ters, which, the anthropologists believe, should have been sufficient to communicate most
daily life events during that time period. For more information on Chinese characters,
language and culture, refer to [15,24,42].

3.2. The evolution of Chinese characters

Chinese characters are ideograms; each one represents an idea, a thing, etc. Initially, most
characters were developed to imitate the image of the real world things. Let us use the
author’s name as an example. The author’s middle name is “Pin-Shan”, which is the
sound-based translation of two Chinese characters. The second character pronounced as
“Shan,” by which the meaning is “mountain (or hill)”. The initial form of the character is
shown in Fig. la. During the years, in order to simplify the effort of carving multiple strokes
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Original Form Current Form Meaning

XY Mountain (FLI)
LN 1Ly
Horizon

(a) )]

Fig. An example of the original form of a Chinese character: (a) original form, and (b) current form.

on bronze or oracle bones, each two strokes to represent an individual hill in this character
was reduced into one vertical stroke. The current form of the word is shown in Fig. 1b.

More examples are shown in Fig. 2. Fig. 2a shows the original and current forms of the
character “‘eye”. Fig. 2c shows the original and current forms of the character “bird’". One of
the main differences between the original forms and the current forms of these characters is:
the round shapes have been evolved into squared or rectangular shapes while the circles are
converted into straight lines. One possible explanation is that it was much easier to carve a
straight stroke on bronze or oracle bones.

4. Principles on constructing a Chinese character
Most Western language characters (and even some modern Oriental language characters)

are phonetic-based, while Chinese characters are mostly picture-based. How many Chinese
characters exist today? The answer is: at least 50 000 characters are in circulation today. How

Original Form Current Form Meaning

(@) O 1 Mouth
(b) @_ H Eye
© % Bird

Fig. 2. More examples of original forms of Chinese characters: (a) mouth, (b) eye, and (c) bird.
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structured way of interpreting or guessing the meaning from its shape or its component (if the
meaning of the component is known). Fortunately, there does exist a set of principles for
constructing new characters from existing ones.

In the following, we will discuss a set of “principles™ of special interest to the modeling
community. Some of these principles are well known for those familiar with Chinese
characters, while the others are either not well known or are synthesized by the author.

4.1. Principle I: Physical resemblance principle

“An ideogram may imitate the physical shape or major features of the “thing’ it tries to
represent.”

Qriginal Form Current Form Meaning

(a) O H Sun
(b) ) H Moon
(c) X A Person
(d) @ 4= Tortoise
(e) —7k— N Tree

Fig. 3. Physical resemblance principle: (a) sun, (b) moon, (c) person, (d) tortoise, and (e) tree.
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For example, Fig. 3 has five characters constructed based on this principle. Fig. 3a shows
the initial and current form of the character “sun”. The original form shows the shape of the
sun with a dot possibly representing the “sun spots”. Fig. 3b shows the initial and current form
of the character “‘moon”. The initial form shows the shape of the moon with two dots possibly
representing the various dark shadows detected by human eyes in the moon. Fig. 3c shows the
initial and current form of the character “person”. The initial form shows the shape of the
person with a head and two legs. Fig. 3d shows the initial and current form of the character
“tortoise”. The initial form shows the shape of the tortoise with a back shell and legs. Fig. 3e
shows the initial and current form of the character “tree”. The initial form shows the shape of
the tree with a horizontal line representing the earth surface, a three-pronged root and a
vertical bar representing the body of the tree.

4.2. Principle II: The subset principle

“Apply or attach a restriction to an ideogram will create a new ideogram which represents a
subset of the things represented by the original ideogram.”

Fig. 4 shows that if we brace the ideogram, “‘person”, by a rectangular box, we will create a
new ideogram with the meaning “prisoner”. (What type of person can it be if the person is
confined to a place and is not allowed to move out?). In this case, the adding of the
rectangular box implies that we imposing a restriction or selection criterion to get a subset of
the things represented by the original ideogram.

4.3. Principle III: Grouping principle

“An ideogram, which is a duplex or a triplet of an existing ideogram, has a meaning of
“many of” or “a group of” the original thing represented by the original ideogram.”

Fig. 5 illustrates a set of new characters created by this principle. Fig. Sa shows the
ideogram of a “‘tree”. If two trees are together it implies a “‘forest”. If three trees are
together, it implies a “large forest”. Fig. 5b shows the ideogram of a “fire”’. If two fires are
together, it implies the concept of “very hot”. Fig. Sc shows the ideogram of a “sun”. If three
suns are together, it implies the concept of “very bright” or “shining”. Fig. 5d shows the
ideogram of a “mouth”. If three mouths are together, it implies the action, ““to taste”.

4.4. Principle IV: Composition (aggregation) principle

“The meaning of a new ideogram is the combination of the meaning of its component
ideograms.”

Fig. 6 depicts an example of this principle. The ideogram, “mouth™ and the ideogram,
“bird”, combines into a new ideogram with the meaning of “bird’s singing”’.

A (person) + (movement is confined) = A (prisoner)
Fig. 4. Subset principle.
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One Instance Two Instances Three Instances

(a) j‘ (tree) ﬁ( (forest) JTt)KK (large forest)

®) k (fire) % (very hot)

© H (sur/sunlight) BEB (very bright/
shining)
@ D (mouth) % (to taste)

Fig. 5. Grouping principle: (a) tree, (b) fire, (c) sun/sunlight, and (d) mouth.

[ (mouth) + ,% tird) = AES (Bird's singing)

Fig. 6. Composition (aggregation) principle.

4.5. Principle V: Commonality principle

“A new ideogram is formed by concatenation of two or more ideograms. Its meaning is the
common property of these component ideograms.” ’

Fig. 7 illustrates an example of this principle. What does “sun” and “moon”’ have in
common? The answer is: “bright” or “brightness by light”.

4.6. Principles VI: An instance-of principle

“An ideogram may be made of two component ideograms. Usually, the left one represents
the (entity) type, while the other component ideogram indicates a special instance of this
type.”

Fig. 8 shows all three ideograms, “iron”, “copper” and “silver”. They all have the same
left-hand component, which is also an ideogram by itself with the meaning, ‘“‘metal”.
Therefore, all three characters indicate that they are special instances of the metal types.
Currently, there are more than 100 characters, which are instances of the “metal” group. This
principle is similar to the “root” concept in Western Languages.

E (sun) + ﬁ (moon) = E)§ (Bright/ Brightness by light)

Fig. 7. Commodity principle.
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Approach#1 Gerund

Product Shipping Customer

Performed

*
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Approach#2 Assignment

Shipped ‘ Customer
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Performed

o
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Dept

Fig. 10. High-level entity types (“‘relationship types defined on relationships™).
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5. Discussion, conclusion and future research directions

Fig. 9 shows the ‘““subtype™ relationship in ERD notation. Fig. 10 shows the “aggregation”
(high-level entity type) concept in ERD notation. From these two diagrams, we can see some
similarity between ERD constructs and Chinese character construction principles.

We can see that there is a lot of similarity between the principles used in constructing
Chinese characters and the:principles the information system professionals used in data or
process modeling. We have demonstrated the universality of the primitives used in conceptual
modeling no matter whether the primitives are used in data/information modeling or used in
recognition/construction of Chinese characters. This is strong evidence that these primitives
are embedded in human thinking and can naturally be used in the conceptual modeling
process.

We believe that both camps can learn from each other. The information modeling people
can learn from Chinese and English to improve the modeling methodologies and tools, while
the people in the process of learning Chinese/English or building translators from one
language to another can utilize some of the ERD constructs to help learn more quickly or to
design a better translator.

There are several possible ways to extend this research work. One direction is to investigate
other natural languages to see whether we can find something similar or different to English
and Chinese. Another direction is to understand the rationale for the development and
evolution of the character set and their construction principles. Another direction is to
investigate how the human mind works in recognition of character sets with or without the
help of this set (or another set) of construction principles. Therefore, it is possible to extend
this research to the development of new methods of learning and the translation of natural
language and characters and statements quickly. In the past, the Chinese characters are always
the roadblock of people trying to learn more about the Chinese culture. Using this technique,
it may be possible to eliminate or reduce the difficulty of this roadblock. In summary, this type
of research can be very fruitful on many fronts.
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