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OPTIMIZATION IN BOOLEAN CL
CATION PROBLEMS
There are many situations in which it ‘j.'“ .
or desirable to classify objects into ‘
mutually exclusive sets or classes. Med O
sis, for example, has been the focus '
research efforts over the past several
set of attributes, or relevant characte e

of certain discussion techniques. The group mem- describe a patient, the problem then’




¥ cation of various biological and/or
tes in order to determine the cor-

) classification.

FRFate the magnitude of the problem, con-
e (;f ®f breast cancer diagnosis. Based on
R medxcal history and on the results of
y screening (the most effective diag-
va.llable to health care professionals),
'.pt to classify breast tumors as be-

lJ'

$ for malignancy or benign. Unfortu-
breast tumors which are suspected
ant, over 70% are later found to be
SRR gh an expensive and emotionally try-
WFical procedure called a biopsy [5]. In ad-
{1 ost 50% of those patients who actually
Bfea tcancer are classified as benign by their
RTanS 3, “so that many malignancies go unrecog-
2 7]

he decision maker, in this example the med-
d é:tor, must infer from existing information
I haracteristics or combinations of characteris-
Y hxch are indicative of a benign or malignant
" or in order to correctly classify new cases. In
_‘most basic form, the characteristics used to
cribe each patient are represented by one or
 binary attributes. That is, each object (pa-
Wnt) may be represented by a Boolean vector in
BBich an attribute value is either 1 (true) or 0
1a p). Often, the problem is compounded by the
i that complete information is not available.
Continuing with the breast cancer example, sup-
D 'g that the information related to all pertinent
Tharacteristics is not available due to the patient’s
dnability to undergo certain tests because of exces-
V cost, the possibility of indeterminate test re-
Rults, lack of knowledge related to family histories,
ot ¢. Thus, in addition to the binary data indicating
'J- - presence or absence of a given characteristic,
{ e attribute value or level of some characteristics
may be unknown. The doctor is then faced with
ith e problem of assessing a limited set of character-
lstlcs to determine whether a biopsy is warranted.
y(2/ She must decide if the available characteristics
and/ or combinations of characteristics provide suf-
icient information for an accurate classification of
he tumor.

Worin

2 This problem, referred to as the inductive in-

ference problem or Boolean classification problem,
is illustrative of a vast number of similar situa-
tions throughout business, industry and medicine.
Technological advances have created a ‘data explo-
sion’, providing decision makers with ever increas-
ing amounts of information. Unfortunately, this in-
formation is usually not exploited in an optimal
way, and at times, not at all. Clearly, the clas-
sification problem becomes more complex as the
amount of information related to the object in-
creases. Individuals, or groups of individuals find
themselves incapable of consistently and reliably
handling, manipulating and analyzing the avail-
able information. As a result, the creation of com-
puter systems capable of learning the concepts un-
derlying the data and subsequently classifying new
examples accurately and efficiently has become a
practical necessity.

Background Information. As informally pre-
sented above, solving the Boolean classification
problem generally involves the development of a
system that learns from feature-based examples.
That is, each example is described by a set of
Boolean attributes. The binary vector [0 11 1],
for instance, describes an example in which the
first attribute (or characteristic) is false, and the
remaining attributes are true. Each example also
carries a classification: positive or negative. The
goal of a learning algorithm is to infer from these
examples a Boolean function (logical system) that
is capable of accurately predicting the class of
new examples. Generally, the inferred system is
expressed as a Boolean function in conjunctive
normal form (CNF) or disjunctive normal form
(DNF).

The general form of a CNF and DNF Boolean
function is defined as (1) and (2), respectively.
That is:

k
/\ \ a (1)

j=1 \i€p;
and .
k
VI{Aa«) (2)
j=1 \i€p;
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where a; is either A; or A;. That is, a CNF expres-
sion is a conjunction of disjunctions, while a DNF
expression is a disjunction of conjunctions. Any
Boolean function can be transformed into CNF or
DNF format [15].

To clarify the concepts presented thus far, sup-
pose that the following sets of positive and nega-
tive examples are somehow known:

0100
1100
+ _
E_0011
1001
and
1010
0 0 01
_ 1111
E‘oooo
1000
1110

The goal of a learning algorithm is to infer a
Boolean function which correctly classifies all the
examples. One such function (in CNF) is as fol-
lows:

(Az \% A4) A (22 \% 23) A (A1 VvV A3z V 24)

These three clauses, when are taken together, ac-
cept the previous four positive examples and reject
the six negative examples.

Traditionally, there are two main methods with
the goal of creating these intelligent systems: deci-
sion trees and neural networks. These tools, which
have evolved over a forty-year period, represent
a large portion of the literature on learning algo-
rithms which propose to solve the Boolean clas-
sification problem. When applied to classification
problems in which the goal of the system is to learn
from feature-based examples, decision trees have
been one of the most popular methodologies for
the extraction of knowledge. Because of the natu-
ral interpretation of knowledge, symbolic decision
trees can be easily translated into a set of rules
suitable for use in rule-based systems. The size and
form of the decision tree is significantly affected
by the ordering of the attributes, and often the
resulting tree is nonoptimal or it may be overspe-
cialized. A complex tree is not only more difficult
to validate, but as J.R. Quinlan [16] demonstrated,

a simpler tree is more likely to capture structures]
inherent in the data. ‘

Neural networks comprise the other extreme i
artificial intelligence approaches. These systems
consist of a set of programs based on the structure}
of biological neural systems. Knowledge is repre
sented in the form of a series of interconnected
neurons, the structure of their interconnectio
and the strength of their interconnections. To the
user the process is a ‘black box’. Though these sys3
tems have demonstrated the ability to provide
curate classifications in many applications, the é’-
amples are classified without explanations or jus3
tifications. In an attempt to overcome this defi
ciency, hybrid systems which combine neural net3
works and rule-based systems have been develop:
[4]. While these hybrid systems are efficient and el
fective in terms of both time and storage require
ments, unfortunately, an exponential number ol
rules may be derived [17]. This renders attempll
at justification of the process virtually useless du§§
to the complexity of the explanation. The prQ
lem is that the logical rules are not derived withi

a complete logical framework.

Optimization Approaches. Recognizing g -
need to minimize the resulting system, the pr
lem of inferring a Boolean system from posx
and negative examples was formulated as a sat i
ability problem (SAT) and a method for inferri®
a minimal DNF system was proposed [8]. The SBN
problem is next translated into an integer': Pl
gramming (IP) problem that is then solved by}S
ing an interior point method developed in 9
method makes use of a parameter, say k
preassumes the number of disjunctions in the )
system to be derived. The IP problem, if feas i
solved and k is successively lowered until IS
bility is encountered and then it is conclud "
there exists no system of size k or smaller Wi 1
cepts all positive examples and rejects all n
examples. Many solution methods exist fO
ing the SAT problem (see, for instancé, »“
(7] and [26]). Unfortunately, trying t0 defZi8
a minimum size Boolean function may
putationally very difficult since it is mu
to prove that a given SAT problem lS
than to prove it is feasible. Thus, Whll?

3



‘ :ach can be used with success on small data
. 'and a minimal number of DNF clauses thus
B derlved when dealing with real world data

@ (25] a logical (Boolean) function approach
the classification problem has been introduced

V". orithm is sequential and greedy in nature. The
Irst iteration takes as input the E* and E~ sets,

M e examples and rejects as many negative exam-
Bles as possible. This is the greedy aspect of the
¥aethod. In the next iteration, it performs the same
fask using the original E* set and a revised E~
get which includes only those negative examples
not rejected by the preceding CNF clause. The
iterations continue until a set of clauses 1s con-
structed which rejects all the negative examples
and, of course, each clause accepts all the positive
examples. This algorithm is as follows:

i=0;C=0
DO WHILE (E~ # @)
1 P it
2 Find a clause ¢; which accepts all mem-

bers of ET while it rejects as many mem-
bers of E~ as possible;

3 Let E~(ci) be the set of members of E~
which are rejected by ci;
4 Let C + C Uc;
5 Let E- « E- — E™ (ai);
REPEAT;

The one clause at a time (OCAT) approach (the CNF

case).

The core of the method lies in step 2, the appli-
cation of a branch and bound algorithm. Through
the development of new search strategies and fath-
oming tests, E. Triantaphyllou [19] improved the
performance of the branch and bound step. Still,
like all branch and bound algorithms, it suffers
from exponential time complexity. However, com-
putational experiments indicate that the OCAT
approach, when combined with the branch and
bound algorithm, is a very efficient method for
inferring logical clauses from sets of positive and

negative examples. In fact, in over half of the test
cases, this approach generated a minimum num-
ber of clauses. In addition, when compared to the
SAT approach of [8], OCAT and the branch and
bound was found to be considerably faster while
performing at the same level of predictive accuracy
[19]. Thus, while the OCAT approach may not al-
ways derive an absolute minimal system, compu-
tationally it is much less expensive that the SAT
approaches and therefore more applicable to real
world applications.

Continued research in this area resulted in the
development of two randomized heuristics [2]. It
should be stated here that this approach is simi-
lar, in principal, to the GRASP (greedy random
adaptive search procedure) approach presented in
[3]. The first heuristic (RA1) was developed to
overcome the exponential time complexity of the
OCAT’s branch and bound algorithm. That is,
RA1 derives a Boolean system from positive and
negative examples in polynomial (quadratic) time.
The primary difference between the branch and
bound algorithm and the RA1 heuristic is that in
each iteration, the branch and bound attempts to
reject as many negative examples as possible; while
RA1 attempts only to reject many negative exam-
ples. Again, the increased speed resulted in gener-
ally larger systems. When comparing the two al-
gorithms, A.S. Deshpande and Triantaphyllou [2]
found that the branch and bound used in the orig-
inal OCAT approach produced in general, fewer
conjunctions and required higher CPU times than
the RA1 heuristic. Additionally, it was concluded
that a conjunction of the RA1 heuristic and the
branch and bound method performs much better
in terms of both computational time/memory re-
quirements of the process and the size of the de-
rived system than either approach used alone.

Faced with real-world problems, in which there
is often incomplete information related to both
the attribute values and the classifications, the
goal to optimize the system becomes more desir-
able and necessary. Each of the methods discussed
thus far have considered only positive and nega-
tive examples with complete data. That is, there
is no missing information in the data set. Often,
the complete examples represent only a portion
of the available data, since in general data bases
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are plagued by missing information. In [1] a logi-
cal method for deriving a Boolean function from
positive and negative examples was introduced in
which some of the attribute values may be un-
known. Since the missing information did not in-
hibit the classification process, these attributes are
treated as ‘don’t care’ values by the algorithm. Us-
ing a network flow algorithm, the method has been
shown to efficiently derive a Boolean function with
a very high predictive accuracy. The fact that the
algorithm is capable of effectively handling miss-
ing information makes it more applicable to real
data bases. Note, however, that the method makes
no attempts at minimizing the size of the derived
function.

Deshpande and Triantaphyllou [2] extended the
RA1 heuristic for complete positive and negative
examples, to include the use of incomplete data
through the development of a second randomized
heuristic, termed RA2. This method, allows not
only for the inclusions of missing information in
the attribute values, but it also makes use of exam-
ples which are unclassifiable due to the presence of
missing information. That is, for some examples,
the correct classification cannot be determined due
to the lack of sufficient information. The objective
of the second heuristic, similar to the first one, is to
interactively derive a small-sized Boolean function
from these three mutually exclusive sets: positive,
negative, and unclassifiable examples. The algo-
rithm consists of two phases. In each iteration of
the first phase, the objective of the algorithm is
to reject many negative examples while accepting
all positive examples, and rejecting no unclassifi-
able examples. Once all negative examples have
been rejected by the current set of clauses, phase
II then assures that none of the unclassifiable ex-
amples are accepted by the system. When com-
pared to the RA1 the accuracy obtained with the
inclusion of unclassifiable data was always higher
than the corresponding accuracy obtained with-
out the inclusion of the unclassifiable data. This
method has satisfactorily addressed the issues of
efficiency and system size. Furthermore, it demon-
strated that the process of extracting knowledge
from examples can be expedited by exploiting the
patterns contained in missing information and un-
classifiable examples.

A related issue in this area is the development 1
of approaches for partitioning large scale problems |
in optimal or semi-optimal ways [24]. That was
done by using a graph-theoretic approach. The fv'
same approach also allows to establish lower limits v‘
on the minimum number of clauses derivable from 4
two given collections of input examples. Also, an
approach for guided learning of a target Boolean §
function is proposed in [22]. In [10], [21], and [18] §
the above problem was studied when the property §
of monotonicity can be established in the inputA
data. Finally, in [13], [12] and [11] some methodsj
were presented for dealing with fuzziness and un-}i
certainty. 3
Concluding Remarks. Clearly, minimizing the;
size of the inferred system is an attractive goal. A’
complex system is difficult to validate, difficult to
apply, and difficult to understand. On the otherj
hand, a method which seeks to minimize the size
of the system creates an inefficient process whi
is both computationally difficult and limits th
method’s applicability due to the vast time and
storage requirements. In light of the success of th
RA2 heuristic, the authors of this article are curcg
rently conducting research aimed at the develop 3
ment of an ‘optimal’ logical method which has th
ability to handle missing information not only if
the attribute values, but in the classification of th )
examples as well. 2

The new method works in conjunction with t
OCAT approach. Through the application of '
modified B&B algorithm, CNF clauses are mtel‘ 0
tively generated such that the set of clauses, whatt
taken together, accepts all positive examples, "
jects all negative examples and neither accepts e
rejects any unclassifiable example. We conSld '
this effort three optimization goals: efﬁc1en Y
the process, accuracy of the derived functlo b
the number of clauses which comprise the d !!' '
function. Thus ‘optimal’ in this sense 1mp11 -
derivation of a small (hopefully minimum) &
curate Boolean system through the efficie
ploitation of information contained in un
able examples and, of course, the positive
ative examples.

In our current research efforts, opti
comes even more vital. By allowing miSS" :



ibn and unclassifiable examples, the amount of
hable data increases and necessitates the use
) Jearning algorithm which does not require ex-
ive amounts of time and/or memory require-
ts. In addition, the goal of a logical approach
Tvo derive a system capable of accurately classi-
"g new examples and providing justification for
& decision. A logical system derived from incom-
;,te data may encounter an example which can-
gt be classified due to insufficient information.
his system must be capable of explaining why
%:sexample is unclassifiable. That is, it has the
iiditional responsibility of assisting the decision
Jaker in identifying the minimal amount of addi-
Ebnal information required for classification of the
g;];a,mple. In a minimal system, this information is
wore readily accessible.
- See also: Boolean and fuzzy relations;
“hecklist paradigm semantics for fuzzy log-
cs; Alternative set theory; Finite complete
ystems of many-valued logic algebras; Op-
imization in classifying text documents; In-
rerence of monotone Boolean functions; Lin-
sar programming models for classification;
Statistical classification: Optimization ap-
proaches; Mixed integer classification prob-
lems.
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OPTIMIZATION IN CLASSIFYING TEXT
DOCUMENTS

From the 1950s onwards, the search for comput-
erized tools and mathematical models that can
speed up the classification of large collections of
documents has been the focus of many research

efforts. These efforts have been centered in devel-
oping tools that can speed up the classification of
documents according to some underlying context.
A current example of this situation is the Internet.
In this worldwide conglomerate of databases, one
can easily see the speed at which documents on the
topic, say, ‘basketball’ are retrieved from among
the millions of documents produced daily on the
Internet. Document classification is also of para-
mount importance in many information retrieval
applications, such as news routing [7], classifica-
tion/declassification of official documents [15] e-
mail filtering [27], and context derivation of elec-
tronic meetings {3].

From the 1950s onwards, various fields of the
human knowledge have produced several solutions
for the document classification problem (see, for
example, [23], [21], and {2]). Some examples of
these fields are mathematical optimization, com-
putational linguistics, expert systems, neural net--
works, and genetic algorithms. These methodolo-
gies have been severely limited to some degree by
the huge amounts of information, both textual and
graphical, generated by today’s information driven
society. On the other hand, this ‘technological’ li <
itation has been the boost for the development
of more efficient and effective classification proca

dures [15]. ;

The purpose of this article is to exhibit soms
contributions of discrete optimization during th
process of automatic document classification. Th
paper illustrates these contributions by present.
three cases (application areas) in which optim
tion is used in the classification process. The’
case deals with a generic procedure for the s
tion of a set of indexing terms (keywords or (30
descriptors). The second case deals with the,
tion of an optimal set of indexing terms to
mize the overlapping of keywords used in diff
documents. The last case deals with the (_;1
cation of text documents from mutually ex¢
classes. These three cases are only a tiny
of a vast collection of related instances in th
of information retrieval systems; see [11],'[
[25] for additional literature.

This article is organized as follows. Th
section presents an overview of the docum¢
sification process. The subsequent secti
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