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Abstract: Most enterprise datasets are large, but some are very small for 

predictive purposes due to expensive experiments, reduced budget or tight 

schedule required to generate them. The bootstrap approach is a method used 

frequently for small datasets in data mining. Numerous theoretical studies have 

been done on bootstrap in the past two decades but few have applied it to solve 

real world manufacturing problems. Bootstrap methods provide an attractive 

option when model selection becomes complex due to small sample sizes and 

unknown distributions. In principle, bootstrap methods are more widely 

applicable than the jackknife method, and also more dependable. In this chapter 

we focus on selecting the best model based on prediction errors computed using 

the revised bootstrap method, known as the 0.632 bootstrap. Models developed 

and selected are then clustered and the best cluster of models is next bagged to 

provide the minimum prediction errors. Numerical examples based on a small 

enterprise dataset illustrate how to use this procedure in selecting, validating, 

clustering, and bagging predictive regression models when sample sizes are 

small compared to the number of parameters in the model.  
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